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1 Introduction

Trust in Artificial Intelligence (AI) is often linked to algorithmic transparency
[9]. This concept includes more than just ensuring algorithm visibility: the dif-
ferent factors that influence the decisions made by algorithms should be visible
to the people who use, regulate, and are impacted by systems that employ those
algorithms [7]. However, decisions made by predictive algorithms can be opaque
because of many factors, for instance IP protection, which may not always be
possible or desirable to eliminate [2]. Yet, accidents, misuse, disuse, and malicious
use are all bound to happen. Since human decisions can also be quite opaque, as
are the decisions made by corporations and organisations, mechanisms such as
audits, contracts, and monitoring are in place to regulate and ensure attribution
of accountability. The goal of transparency should not be complete comprehen-
sion, but rather to provide sufficient information to ensure at least safe usage
and human accountability [3]. Where Al is applied to make decisions that affect
people and society, the most important issue to consider is perhaps the need to
rethink responsibility [4].

Many organisations and nations have produced, or are in the process of an-
nouncing, statements on the values or principles that should guide the devel-
opment and deployment of Al in society. The current emphasis on the delivery
of high-level statements on AI ethics may also bring with it the risk of implic-
itly setting the ‘moral background’ for conversation about ethics and technology
as being about abstract principles [5]. The high-level values and principles are
dependent on the socio-cultural context [I0]; they are often only implicit in delib-
eration processes. The shift from abstract to concrete necessarily involves careful
consideration of the context. In this sense, the implementation of each value will
vary from context to context the same way it can vary from system to system.

For example, consider the development of an intelligent recruitment applica-
tion. A value that can be assumed for this system is fairness. However, fairness
can have different normative interpretations, e.g. equal access to resources or
equal opportunities, which can lead to different actions. It is, therefore, neces-
sary to make explicit which interpretation is taken into the design. This decision
may be informed by domain requirements and regulations, e.g.national law.
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2 Glass Box Approach

The Glass Box approach, as depicted in Figure [I] consists of two phases: inter-
pretation and observation. It takes into account the contextual interpretations
of abstract principles by taking a Design for Values perspective [§].
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Fig. 1. The two stages of the Glass Box Approach: an Interpretation stage, where
values are translated into design requirements, and an Observation stage, where we
can observe and qualify the behaviour of the system.

The interpretation stage is the explicit and structured process of translating
values into design requirements. It entails a translation from abstract values
into concrete norms comprehensive enough so that fulfilling the norm will be
considered as adhering to the value. Following a Design for Values approach,
the shift from abstract to concrete necessarily involves careful consideration of
the context. Normative systems are often described in deontic-based languages,
which allow for the representation of obligations, permissions and prohibitions.
In the Glass Box Approach we aim to not only describe the norms themselves,
but also the exact contextual connection between abstract and concrete concepts.

We use the counts-as statements to formalise our interpretation [I]. Counts-
as is a contextual subsumption relation that describes the translations of higher
level elements into lower level, contextualised, concepts. The counts-as opera-
tor admits formalisations based in modal logic and description logic and thus it
lends itself to implementations. Furthermore, the interactions of counts-as re-
lations operating in different contexts may be formalised as well [6]. With this
approach we can formally represent the explicit relations between abstract and
concrete concepts, and, given that the relations between concepts are dependent
on the context in which that relation is evaluated, the definition of the context
of those relations is made explicit as well. In other words, we can build logical
statements of the form: “X counts as Y in context C”. In this formalisation,
the conjunctions and disjunctions of different norms will therefore stand for the
explicit interpretation of a value in a specific, explicit context.

The second step in the interpretation stage is the concretisation of norms
into specific system requirements. In the Glass Box Approach these requirements
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will be given in terms of the inputs and outputs of the intelligent system. The
connection of these lower level requirements to higher level elements can be
described in terms of a for-the-sake-of relation [8]. This relation would allow for
the formalisation of statements of the form “X is done for the sake of Y”.

At the end of the interpretation stage we will therefore have built an abstract-
to-concrete hierarchy of norms where the highest level is made-up of values and
the lowest level is composed of fine-grained concrete requirements for the in-
telligent system only related to its inputs and outputs. The intermediate levels
are composed of progressively more abstract norms, and the connections be-
tween nodes on each level are contextual. The concrete requirements inform the
observation stage of our approach, as they indicate what must be verified and
checked. On the other hand, this hierarchy can be used after the observation
stage to provide high-level transparency for a deployed system: depending on
which requirements are being fulfilled, we can provide explanations for how and
exactly in which context the system adheres to a value.

In the observation stage, the behaviour of the system is evaluated with respect
to the values by studying its compliance with these requirements. In [I1] two
requirements for norms to be enforceable are identified: verifiability i.e., the low-
level norms must allow for being machine-verified given the time and resources
needed, and computational tractability, i.e. whether the functionalities comply
with the norms can be checked on any moment in a fast, low cost way. Note
that this is a requirement for the observation stage and not necessarily for the
design stage! Hence, some of the norms chosen for the design stage might be
easily implementable, but hard to monitor. E.g. a neural network approach to
implement a mortgage decision, in which the neural net is trained on all decisions
of the last years can provide an implementation not to deviate from decisions
in similar cases. However, it is not easy to monitor or govern that the decisions
never deviate more than a certain percentage from similar cases.

In order to ensure that the glass box approach is enforceable, governance
mechanisms that include the specification of quality of service levels. Observing
these levels poses different constraints to the glass box framework: whereas for
the former only the behaviour with respect to one given applicant is needed, the
latter is dependent of data about many applicants within a given time frame
and region.

The mechanisms to observe this behaviour can be implemented without
knowledge about the internal workings of the system under observation, by mon-
itoring input and output streams. We insist on this feature as we do not always
have access to the internals of the system, neither do we always have access to
the designs of a system.

3 Discussion and Conclusions

The focus on inputs and outputs allows for the verification and comparison of
vastly different intelligent systems, from neural networks to agent based systems.
Moreover, the versatility of our approach allows us to check the compliance of
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the system against different interpretations of the same value, e.g. the American
interpretation of ‘fair use’ for data handling is different compare to the one set
by the EU. Furthermore, the system can include its adherence to a value as
an explanation for its actions, providing a high-level transparency necessary to
ensure the due diligence of a system.

The Glass Box Approach opens interesting avenues for follow-up research.
The development of a formalism to express concrete input/output requirements
would be an interesting first step. Furthermore, such a formalism could be linked
to formal verification procedures. In addition, although the mechanisms for de-
scribing the connections between requirements and norms and between norms
and values are outlined in this paper, further insight may be gained through the
development of an all encompassing requirement-to-value formalism that would
allow for the description of the full hierarchy of concepts. On the other hand,
given a glass box, it would be interesting to study whether the systems that
fulfil its requirements can be characterised. Last, technical implementations of
concrete glass boxes for a system may be developed.
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