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Reinforcement learning (RL) is powerful when one does not have any, or sparsely labeled data to guide the learning of relevant behaviour. RL does, however, require a lot of training time, and for robotic training real operation for extended time is often impractical or impossible.

The natural alternative to physical run time is to do training in simulation. However, for many tasks simulation accuracy can be lacking both in terms of the robotic model and the model of its environment, and a system trained on a faulty model will not in general perform well in the real world. A solution to this problem is to train the robot in simulation while varying parameterization, domain randomization [2], to make the system learn a robotic behaviour that is robust to noise and systematic variations in the physical behaviour of both the robot itself and the environment it interacts with.

Further issues that are common to reinforcement learning are producing a good reward signal and efficiently exploring the state space. In constrained physical or simulated environments these problems could be alleviated by using curiosity driven exploration for a robotic agent [3], in order to let it find its own capabilities and the properties of the environment on its own. This could be a productive way to develop basic robotic skills, without an explicit reward signal, that could then be applied to more complex tasks.

The curiosity driven approach could be complemented by or combined with reinforcement learning for open ended tasks like "build as high as possible with the objects you can reach". The hypothesis is that such tasks always give some reward, and even simple things like tearing down or constructing a pile will give some reward related feedback from which the system can learn and improve its behaviour.

Initial plan of action

In applying the principle of domain randomization, as found in [2], there are several important decisions to be made. Firstly a task and robot needs to be selected, and the proposal is to start by using a ABB YuMi or KUKA iiwa to solve block building tasks. Secondly a simulation environment that allows for a high level of domain randomization needs to be selected. This is yet to be
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determined, but MuJoCo [4] or Gazebo [1] are two options under consideration. Thirdly the input and output space for the learning algorithm has many options. Initially the aim will be to use higher abstraction for the learning input space and a fairly low level action space, similar to [2]. The system will also need some kind of vision system to provide these abstract inputs once it runs outside of simulation, and for that task RGBD video is the primary option.

Once this system can perform in some capacity it might be possible to expand the investigations to curiosity driven exploration in more advanced tasks, as well as investigating how the abstraction level for the input and action space influence outcome.
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